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➢Motivation

 Most existing convolution neural

network based super-resolution (SR)

methods generate their paired

training dataset by simplly inter-

polating high-resolution (HR) images

to their low-resolution (LR) version or

artificially generating “real” LR

counterparts from real HR images

using image-to-image translation.

 However, it is still difficult to train an

ideal degraded LR image generator to

perfectly mimic real images and real-

world SR remains a challenging pro-

blem so far. In this paper we re-

consider the unpaired real-world SR

from a feature-level domain adap-

tation perspective.

➢Contribution

 We propose a novel unpaired SR

training framework based on feature

distribution alignment.

 We introduce several losses to not

only align feature space better but

also preserve image details for the

SR task.

 Extensive experiments on three

challenging datasets show that our

proposed method has advantages

over the existing unpaired SR training

solutions.

➢Framework

𝐸 means three copies of a same encoder and 𝐺𝑡 , 𝐺𝑆𝑅 represent two different

decoders. 𝑥𝑡 and 𝑥𝑠 are input LR images from target and source domain

respectively, and 𝑓𝑡, 𝑓𝑠 are corresponding feature maps. As the arrows in different

colors imply, 𝑥𝑡→𝑡 is an image restored from feature 𝑓𝑡 which has the same contents

and degradation with 𝑥𝑡. 𝑥𝑠→𝑡 is generated from feature 𝑓𝑠 with contents of 𝑥𝑠 but

degradation of 𝑥𝑡. Then 𝑥𝑠→𝑡 is fed into encoder 𝐸 to extract feature ෩𝑓𝑠. Finally, the

super-resolved images 𝑦𝑠→𝑡→𝑠 and 𝑦𝑠→𝑠 is generated from feature maps ෩𝑓𝑠 and 𝑓𝑠
respectively.

➢Quantitative Comparisons
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➢Visual Performance: Our method could generate high-frequency details

with the least artifacts on synthetic and real data.

Visual results on synthetic image

Visual results on real phone image

 Feature alignment loss

 SR Reconstruction loss

 Target LR restoration loss  Target degradation style loss

 Feature identity loss

 Cycle loss

 Full objective

(a) feature distribution alignment

(b) feature domain regularization
The framework can be divided into two main parts: 


